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Abstract

In this paper, we explore Example 1.9 of [2] while filling in necessary details.
This example shows that the Dirichlet Problem for Poisson’s Equation on
the unit ball B = B(0,1) in R",

—Au = finB
v = 0ondB

may admit arbitrarily large solutions. That is, given 0 < s < 4§ —1, C >0
and the Young function A(t) = t2 log(e — 1 + t)°, there is a continuous
function f € L so that the corresponding solution u of the Dirichlet Problem
on the unit ball satisfies ||u|lc > C||f||za. In doing so, we conclude that
no Trudinger-type inequality of the form |ju|loc < C||f]lpa can hold for a

constant C' independent of u and f when f is not sufficiently smooth.
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Notation

n is the dimension of the space in which we are working. We always
assume n > 2.

B = B(0,1) is the unit ball in R™.

Q) represents an open bounded connected set, also known as a domain.
B is an example of such a set.

OF indicates the boundary of a set E.

The volume of any subset E of €0 is given by

|E| :/ dx.
E

wy, is the volume of B. That is, w, = |B| =

0|3

2
m , where I' is Euler’s

ﬂ
—~
VI3
~—

gamma function.

For an integrable function f, the average value of f(z) on E is denoted

]éf(x)dx:ﬁ/Ef(x)d:c

A(t) always denotes a Young function, which is an increasing function
with certain special properties. Of particular interest to us are the



facts that A(0) = 0 and A is convex on [0,00). That is, for all a,b €
[0,00), t € (0,1),

Alta+ (1 — 1)b) < tA(a) + (1 — ) A(b).

Or, if A € C?([0,00)), it must satisfy A”(t) > 0 for all ¢ € [0,00).
For further detail, we refer the reader to [1]. We will often focus on
Ay(t) =tz log(e — 1 +t)® for s > 0.

For 1 < p < oo, the LP-norm (which we will be referring to as the p-

1

norm) of a measurable f : @ — Ris given by || f|| ) = <][ |f(t)|Pdt>
Q

When there is no risk of confusion, we will write || f|| o) = || f]l,-

LP(Q) is the collection of all measurable functions whose p-norm on €2
is finite.

Given A(t), the Orlicz norm associated to A of a measurable function
[ — Ris denoted || f||p4(q). When there is no risk of confusion, we

will write [/ = 1114
LA(9) is the set of all measurable f : Q — R satisfying || f||z4(q) < oo.

For any differentiable function f : €2 — R, the gradient of f is Df =
(fors s fon)-

For any twice-differentiable f, Af = Z ke Div(Df).
j=1

22

For x > 0, log(x) refers to the natural logarithm of z, also known as

In(z).

Lipo(Q) is the collection of all Lipschitz functions with compact support
in €.



Introduction

In their 2020 paper [2], David Cruz-Uribe and Scott Rodney studied a pri-
ori boundedness properties of weak solutions to the Drichlet Problem for
Poisson’s Equation

—Au = finQ
{ u = 0 on 09, (2.1)

in a bounded domain 2 C R® with n > 2.

Although their theorem is written generally for degenerate Laplace-like
operators of the form Xu = —Div(QVu) for a symmetric nonnegative def-
inite matrix function @) defined in €2, we present a simplified form of their
result relevant to our purposes in this thesis.

In the literature associated to problem 2.1, it is the classical result of Serrin
and Trudinger that one always has a bounded solution u to this problem
whenever f € L%B) with ¢ > %. More, there is a constant C' = C(q)
independent of u, f so that the classical Trudinger inequality holds:

[ulloe < C[fllg-

for any ¢ > % with a counterexample for the case ¢ = 7. However, in the

theory of Orlicz spaces, there is a neat theorem. That is, if f € L2 (B), then
there is a Young function N(t) >t so that f € L(B). This indicates that
it is possible to make the Trudinger-Serrin result better on the scale of Orlicz
spaces. The theorem of Cruz-Uribe and Rodney is as follows.



Theorem 2.0.1. Consider the log-bump Young function A(t) =t log(e+t)4

where ¢ > o' = % is fived. If f € LA(Q), then any non-negative weak
subsolution u € H} () of 2.1 satisfies

[ull @) < Cllifllace), (2.2)
where C' is independent of both w and f.

This result is very interesting because, as we will see in our explorations in
this paper (primarily section 3.2), there are functions f such that f € L2 (B)
and f € L4(B), but f ¢ LY(B) for any ¢ > 2.

The main tool exploited in their proof is the Sobolev inequality with

“gain” o = 5. Specifically, there is a constant Cy > 1 so that for every

Y € Lipo(2) one finds

(/ﬂ [ ()* dx);a < Cy (/Q |Dy()[? dm)% ' (2.3)

This inequality is well known and a proof can be found in [4].

In this paper, we provide a detailed explanation of the counterexample
to Theorem 2.0.1 given as Example 1.9 of [2]. Setting Q@ = B, we will
demonstrate the following.

Theorem 2.0.2. Let n > 2 and A(t) = t2 log(e — 1 4 t)°* for a fired s €
(0,5 —1). Then, given any constant c > 0, there exists a continuous function
f € LA(B) such that the solution u of

—Au = f forx € B,
u = 0 forzedB

satisfies [[ulloe > ¢l f]1a-

This result shows that the result of Cruz-Uribe and Rodney cannot be
extended to all ¢ > 0 and establishes the range § > ¢ > 7 — 1 as a focus of
special interest to be explored in further research.

In order to achieve this goal, we will provide in Chapter 3 some back-
ground information and prior results concerning the tools used to develop
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the proof found in Chapter 4. In particular, section 3.1 contains the defi-
nition of LP-norms, as well as a proof of Holder’s inequality, which we then
use to show a comparison of relative sizes of p-norms (Theorem 3.1.2). This
section primarily serves to provide a simpler case of some of our results for
Orlicz norms. Then, section 3.2 motivates our use of Orlicz norms by present-
ing them as a generalization of p-norms, with Lemma 3.2.4 as a generalized
version of Theorem 3.1.2. We will also explore some of the benefits of using
Orlicz norms rather than p-norms. For example, we show with Lemma 3.2.4
and Example 3.2.3 that Orlicz norms provide a kind of “higher resolution”
scale for measuring functions. To wrap up the preliminary information, we
develop in section 3.3 a representation (3.12) of «(0) with respect to f, where
u and f satisfy the Drichlet Problem (2.1).

Finally, in chapter 4, we prove Theorem 2.0.2 by using Lemma 3.2.6 with
a sequence of continuous functions by noting all entries in the sequence are
bounded above by a function in an Orlicz class. This allows us to conclude
the Orlicz norms of the sequence entries are uniformly bounded by the Orlicz
norm of the upper bound function, which is finite. Additionally, we use
(3.12) to show the sequence of solutions of the Drichlet Problem 3.3, which
correspond to the functions in our first sequence, have Orlicz norms tending
to 0o. Doing this completes the proof, and therefore, the thesis as a whole.



Preliminaries

This section demonstrates necessary background material for understanding
the main result of this thesis. To ensure an effective presentation, the section
begins by discussing LP-norms and Holder’s inequality, then Young functions
and Orlicz norms, and closing with Green’s identities.

3.1 p-Norms

For 1 < p < oo, recall that LP(Q) is the collection of all f : 2 — R so that

| fll Lo = <]{2 |f(t)|pdt)” < 0.

More, if p = oo, we let L>°(Q2) denote the set of all essentially bounded
functions with norm given by the essential supremum. That is, given f :

Q= R, feL>Q)if
[ flloc = esssup | f(x)] < oo.
z€eQ

Our first result in this section is Holder’s Inequality, which is proven in
[7], but we provide a proof here as well, for the reader’s benefit.

Theorem 3.1.1. Forlgpgqgoowith%—i-é:l and f,g: Q2 = R,

ﬁ F@)g(x)dz < |1, Il



Proof. First, to limit possible values of ||f||, and | g||,, consider the case
where || f||, = 0. This means f = 0 a.e. and so || fg||; = 0, giving the desired
inequality. Similar reasoning follows for the case where ||g||, = 0. So, for the
remainder of the proof, we assume || f||,, |g]l; > O.

Now, let ||f||, = co. Then, ||f||,]lg|/, is infinite and the inequality holds.
The same is true for ||g||, = co. Thus, we assume 0 < ||f||,, |9, < oc.

Now, we break this proof into two cases: (i) p = 1, ¢ = oo and (ii)
1l<p<qg<oo.

(i): Notice |f(z)g(x)| < |f(2)|||g]|oo for almost every x. Then, integrating
both sides gives the desired inequality (since ||g||~ is a constant). That
is,

]{2 F(@)g(x)] de < ||guoo]{2 @) dz = |79l

(ii): Now, let F — — G = 9 Loticing that |F|l, = |G|, = 1. By
£l lgllq
ab? bl
Young’s inequality for products, given a,b > 0, ab < — + —. So, we
p q

have

[FE)P L 1G6)1

[F)Gs)l < — .

Then, integrating over {2 gives

(ﬁm@mm@gﬁuwwﬁ+ﬁmmww

p q
_ Il G
D q
1 1
p q

Now, recalling the definitions of F' and G, we find
F()o(s)]

AT 1

o llflellglls
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That is,

]{zlf(S)g(S)ldS < I £lpllglls-

]

One of the useful implications of Holder’s inequality is a simple relative
size comparison between p-norms.

Theorem 3.1.2. Let 1 < p < q < oo and suppose f € L1(Q). Then,

I fller) < 1 fllLage)-

Proof. As in the proof of 3.1.1, we break this proof into two cases: (i) ¢ = 0o
and (ii)) 1 <p < g < 0.

1= (f |f(t)|pdt); < (1ref dt); £l

(ii): Let 7 = 1% and set 7/ = 1= L, the conjugate exponent to 7.
- q—7p

SRS

S

From there, we notice

1] = ][ FPdt
- ][ FOP -1t
Q

1 1
Now, since — + — =1, Holder’s inequality gives

F 1o 1ae <
AP p
(o) ({10
— 1711

Taking the pth root of each side, we see || f]l, < || fll4-

a=p
q
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Noting that for f,p, ¢ as in Theorem 3.1.2, we have || f||, < || f|l, < oo, we
find

Corollary 3.1.3. Let 1 < p < q¢ < 0o and suppose f € L1(2). Then,

ferrQ).

3.2 Orlicz Norms

In many cases, the scale of LP-norms is not fine enough to precisely classify
a function, and the work to follow is an example of such a case. To resolve
this, we turn to the notion of Orlicz space as a generalization of LP-space.
Much of what we discuss has been illuminated by [1] and [6].

Like LP-norms are defined with respect to a constant p, Orlicz norms are
defined in relation to Young functions. Recall that given a Young function
A(t), LA() is defined as the set of all f: Q@ — R such that || f]|a@) < oo,

where the Luxembourg norm associated to A(t) is given by

| fllzaco :inf{)\>0 : ]{ZA(@) dt < 1}. (3.1)

For a given function f, we will refer to || f|| 14(q) as the Orlicz norm of f on (.

To see how this generalizes LP-spaces, notice that LP(Q) = LA4(Q) when
A(t) = t?. More, this gives ||f||, = ||f|la for all f € LP(2). This result is

12



apparent from inserting A(t) = t¥ into (3.1).

= {30+ {4 (000) )
{)\ >0 : ]{ZUE\—Z)V) dt < 1}
{)\>0 ; ]{zlf(t)\p dtgv}
{A>O : (Q\f@)yp dt); g)\}
- ([ dt)’l’ —Ifll

For our purposes, we will only need to know whether the Orlicz norm
of a given function is finite. Lemma 3.2.1 provides a useful criterion for
determining this.

=)}

= inf
= inf
inf

1
n

Lemma 3.2.1. Let f: Q — R. Given a Young function A(t), if there exists
A€ (0,00) so that A (|f§\>’) € L'(Q), then f € LA(RQ).

Proof. Let A (‘f&)‘) € L*(Q). Then we have

]{) (If(A)!)dt e

1
If0<c<1,wefind || f]la < A Dby (3.1). But if ¢ > 1, we note — € (0, 1)
c
and since A(0) = 0, by the convexity of A(t), we find

) =)
F () < L (M)

Then, by (3.1), we conclude || f|la < cA < 0. O

So, we have

13



Corollary 3.2.2. Given f: Q — R and a Young function A(t), if

]{2A(|f(t)|)dt < 00, (3.2)

then f € LA(Q).

Now we show further that Orlicz norms are a “finer scale” of norms. That
is, for any two real numbers 1 < p < ¢, there exist Orlicz norms associated to
Young functions A,(t) such that || f||, < ||f|la, < ||f|l, for certain measurable
functions f. We explore this explicitly in the following example, which follows
the work in Example 19 of [5], but generalizing certain parameters.

Example 32.3. Let r > 1,s>0,1 <p< oo, = (0, é), and set

1
~ tlog(e — 1+ 1)

fr(t)
and
A,(t) = tlog(e — 1+ t)°.
Then,
(i) fr e LY.
(ii) f, ¢ LP(Q) for any p > 1.
(iii) f. € LA(Q) exactly when 7 — 1 > s > 0.

To see why (i) holds, we make some pointwise estimates and then integrate
using a change of variable. Indeed, for t € €2, log (%) > 0 and so,

| 1T<l 1+1T
O — O — — .
&\7 &\° t

Multiplying by ¢, dividing and rearranging,
1 1
e < 1\
tlog (e—l—i—;) tlog (?)

Integrating both sides we find,

[t e [
0 tlog(e—l—i—%)r —Jo tlog(%)r '

14




1 1
Letting u = log (;) , du = — dt, we find

: 1y % 1
[roras [ La= "L
0 oour 1 u”

This last integral is finite only for r > 1.

These last calculations also help us to evaluate || f,||,, which allows us to
show (ii). Using the same estimates and change of variable,

i Ooe(pfl)u
()P dt = du.
[ inra= [T

Since p > 1, this integral is infinite as there is a constant § = S(p) > 1 so
(p—1u

that > 1 for u > 3.

upr
Lastly, to see (iii), we recall
A(t) =tlog(e — 1 +1)°,

noting that A, is a Young function for any s > 0. More,

1 1 )
As r(t = 1 -1 ’
(170 tlogle — 1+ 1) o8 (6 +tlog(e—l—i—%)r>

Now, we do some estimation. For ¢ € ), % > 1 and so e—1+% > e. Taking
the log of both sides and taking the rth power, we get log(e — 1 + %)” > 1.
Multiplying both sides by ¢ and rearranging,

1
tlog(e — 1+ 1)

1
< -.
1

This then means

s

1 1+ ! s<l 1—|—1
og | e— ogle—1+-].
& tlogle—1+1)) — & t
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Now, given this inequality, we have:

1 1 B
As(|fr(t)]) = 1 —1
(170D tlog(e — 1+ 1) o8 <e * tlog(e — 1+ %)T>

< L log (e—l—i—l)s
= tlogle —1+4)" t

B 1

 tlog(e — 1+ 3)r—s’

Thus,

1

: : 1
[ aasni < [ e

e 1
And since / T dt < oo when r — s > 1, rearranging this
o tlog(e—1+47)*

inequality gives us A(|f.]) € L'(Q) when 0 < s < r — 1. So, we conclude by
Corollary 3.2.2 that f, € LA:(Q) whenever 0 < s < r — 1.

To help illustrate this example, we include the graphs of f5(t) and A 1 (|f2(t)])
in Figures 3.1 and 3.2.
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Figure 3.1: A graph of f»(¢) on (0,2).

To understand some of the implications of this example, we now prove a
lemma concerning the relative size comparison of Orlicz norms based on the
relationship between the corresponding Young functions.

Lemma 3.2.4. Let A(t), B(t) be Young functions with A(t) < B(t) for all
t € [0,00]. Then, for f € LP(Q),

1flla < £l
Proof. Since A(t) < B(t) for t € [0, 0], we have for any A > 0 that

(22 <s(2)
o o (22) o1
T:{)\ : £B<‘f&x)‘) dx§1}.

Then, forx € Q, e T,

So, let

and




Figure 3.2: A graph of A%(|f(t)|) on (0,1).

Therefore, integrating over €2, we find

Fa () e f (M) e

since A € T'. So, we see T' C S, thus inf(7") > inf(S). Thus,

1flla < 1115

Then, as with Theorem 3.1.2, we find

Corollary 3.2.5. Let A(t), B(t) be Young functions with A(t) < B(t) for
all t € [0,00]. Then,
LE(Q) c LA(Q).

Now, noting ¢ < tlog(e — 1 +t)° = A4(t) for all t > 0 and recalling
LY(Q) = LA(Q) if A(t) = t, we see by the above corollary that L4:(Q) C
L'(2). Then, note that we found in Example 3.2.3 a function f, satisfying
fr € LA(Q) and f. ¢ LP(Q) for any p > 1. This helps to illustrate that
there exist functions that are integrable to a degree that cannot be precisely
conveyed on the scale of LP-spaces. In fact, for a given p > 1, there exists
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s > 0 such that A(t) < t? for ¢ sufficiently large, so we may further conclude
LP(Q) C LA(Q2) € L}(Q). A proof of this claim may be found in [1].

To conclude this discussion of Orlicz norms, we prove a lemma which will
be particularly useful in the final steps of the proof of our main theorem.

Lemma 3.2.6. Let g € LA(Q) for some Young function A(t). Then, if f is
a function so that | f(x)| < |g(x)| for all x € Q, then || flla < |lg]|a-

Proof. Since A(t) is increasing on [0, oo|, for any A > 0 we have

() <o)

for any x € (2. This means that, given sets

o= f(52) e
e fo(152) )

we have for any A € G, that

L) e fa (1Y arc

So A € F, and we find G C F. Thus, inf(G) > inf(F) and we see that the
Luxembourg norms of f and ¢ satisfy

and

1 fll2a@) < llglla)-

3.3 Green’s Representation

As stated in Chapter 2, we are considering the Drichlet Problem for Poisson’s
Equation on the unit ball B in R" for n > 3.

{—Au = fflorx e B,

u = 0forzedB (3:3)
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and looking for characteristics of f and u to find a pointwise representation
of the solution u. Amazingly, this representation is given explicitly by f. To
get there, we need two equations called Green’s identities. To get to these,
we undergo the following process, which is based on and borrows heavily
from Section 2.4 of [3].

We begin with the divergence theorem on B = B(0,1). Let w = (wy, ..., wy)
be any vector field in C*(B), and let v be the unit outward normal vector to
0B. The divergence theorem tells us that

/divwdx:/ w- v ds. (3.4)
B oB

Now let u,v € C?(B), and note that the divergence theorem holds for B.
Defining w = vDu in (3.4) gives Green’s first identity:

/ vAu dx +/ Du - Dv dzx = U@ ds. (3.5)
B B o OV

Swapping v and v in (3.5) gives

/ ulAv dx +/ Dv - Du dx = / u@ ds. (3.6)
B B o OV

Then, subtracting (3.6) from (3.5) gives us Green’s second identity:

/B(UAU — uAv) dx = /aB (v% - u%) ds. (3.7)

Now, note Laplace’s equation has the radially symmetric solution 72~ for
n > 2 and log(r) for n = 2, where r is the distance from a fixed point y € B.
So, let r = |z — y|. Then since n > 2, by [3], the normalized fundamental
solution of Laplace’s equation (AI' = 0) is

[z —y) = mkﬁ —y " (3.8)

This means

Al'(z —y) = (y):{go iiig

20



Now consider B, = B — B(y, p), with p > 0 such that B(y,p) C B. Since

y ¢ B,, I has no singularities in B, so we can substitute v for I' = I'(z — y)
in (3.7), giving us

r r
/ F'Au dz = / (F% — ua—>ds + / (F@ — ua—) ds. (3.9)
B, OB ov ov 8B(y.p) ov ov

To make use of this, we look at the limits as p — 0 of two terms in (3.9):

0
(i) / 2% ds: For z € 0B(y, p), |x — y| = p is constant, so we find
OB(y,p

) 8V
/ F%ds
9B(yp) OV

But noting v - Du is the directed derivative of u pointing out from
0B(y, p), we find

ou

ey ds.

< [[(p)]

0B(y,p)

ou

< |v- Dul

< |Dul

since |v| = 1. Then, since u is a solution to (3.3) with f continuous,
u € C%*(B). Thus, |Dul| is continuous on the closed sets B(y, p) for any
0 < p < p and we find there exists ¢ > 0 such that

|Du| < sup |Du| <e¢ < oo.
z€B(y,p)

Then, letting ¢ = ¢|['(p)|, we see

ou .
IT(p)] ——|ds < ¢loB(y, p)|
dB(y,p) | OV
= Gwpp" L.
Finally, lim éw,p" ! = 0, so we find
p—0
lim F@ds = 0.

=0 Jop(yp) OV
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r
(ii) / ua— ds: As stated in (i), for x € 9B(y,p), I'(x — y) = ['(p).
9B(y,p)

v
Thus,
or 0
— = —T(p).
5 %<m
Then, by (3.8), we find
0 1
=T — 1-n
p (p) o ?
So,
r 1
/ ua— ds = ptm / u ds
9B(y,p) I nwn, 9B(y,p)
= ][ u ds.
0B(y,p)
Then, we have lim u ds = u(y) by Lebesgue’s differentiation

P70/ By.p)
theorem, which can be found in [7].

Using the above work, we find that as p — 0, rearranging (3.9) gives us
Green’s representation formula for y € B,

uly) = /BB (ug—Z(x ) - T w%)w + /Br(x —)Aude. (3.10)

If u has compact support in B, then u =0 = % on 0B. Using this with
(3.10) gives

u(y) = /BF(JJ —y)Au(z) dx. (3.11)

For u satisfying (3.3), —Au = f on B, so (3.11) can be written

uly) = - / D(x — )/ (x) dr.

Letting ¢, = — and y = 0 gives the following representation of
n(2 —n)w,
u(0):
mm:%/fmﬂu (3.12)
B |z[?

We make use of this representation to prove our main theorem in the next
section.
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Proof of Theorem 2.0.2

Let As(x) and s be as defined in 2.0.2. Then, let A(z) = As(z) for ease of
notation and set f(z) = |z|?log(e — 1 + |z|7')~! for x # 0 with f(0) = 0,
noting that f is not continuous on B since f(0) # glclgtl) f(z). This forbids
the use of (3.12) to represent u(0) where u is the solution of the Drichlet
Problem (3.3) corresponding to f. It also forbids the application of Theorem
2.0.2 to f and u. However, given any k € N, letting

0, 0<g <27kt
Muﬁ:{l 2k <z <1 (4.1)

with ; continuous, increasing and non-negative on [27%71, 27%] permits us
to construct a sequence of continuous functions f; defined as follows:

0, 0< <27kt
=9 xw(@)f(z), 2771 <z <27F
f(x), 27k < <1

Since fj, is continuous for each k € N, we can use (3.12) to write

u(0) = cn/ Ji(@) dx (4.2)

B |z["?

for each k € N. Here wuy is the solution to the Drichlet Problem (3.3) with
f = fx (that is, uy satisfies —Auy = fi). Since f is a radial function, we can
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06

04+

X

Figure 4.1: A possible graph of xi(x).

estimate our representation of u;(0) via a conversion to polar coordinates.

uk(0) =c Md:v

" Jp |2

1 fk—mr"_ldr

n =2

0
> c/l r~—2log(e — 1+ Tﬁl)ilrnfldr
2

—k rn=2

! 1
= dr.
c/zk rlog(e —1+ 1) g

1 1
1 1
Now note as k — oo, ~dr — dr.
ok Tlog(e — 14 ) o rlogle—1+7)
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X

Figure 4.2: The graph of fi(z) given x; as in Fig. 4.1.

1
1
Lemma 4.0.1. / T dr = oo
o rlogle—14)

Proof. Noting that for any r > 0,

logle —1+7) <log(e —1+ (e —1)r)
=log(e — 1) + log(1 +r)
< 1+log(1+r7).

Multiplying both sides by r and rearranging, we find
1 S 1
rlogle—14+71) ~ r(1+log(1+2))

Let w = 1+ log(1 4 1). Then, we can write r = (¢*~' —1)~! and

—1
dw = ———d
w r2(1+%) r
-1
= dr.
r(r+1) "
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Additionally,
g (=) = (w =1 >0
for w € [1+log(2),0) = I, and
e(IFlog(2)-1 _ 1 — 9 1 — 1,

so (e ' —1)"">0o0nI. Thus, (¢ ' —1)"'+1 > 1on I. Using these
estimates, we find

v

! 1 ! 1
/ ~dr / dr
o rlogle—14) o (1 +log(1+ 7))

/1 r+1 d
= r
0 r(r+1)(1+log(l+%))
00 w—1 —1
:/ (e '+ 1dw
1

+log(2) w

ee 1
> / — dw = oo.
1+log(2) W

So, from our previous calculations, we see klim ||tk ||oo = 0.
— 00

To complete the proof, we now demonstrate the sequence {|| fx||4} is uni-
formly bounded.

To this end, we note that fi(z) < f(z) for all £k € N, t € [0,1] since

Xk(z) < 1. Thus, by Lemma 3.2.6, || fl]la < ||f]|a for all & € N, so it will
suffice for us to show || f||4 < oo, which we do now, using Corollary 3.2.2.
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1

X

Figure 4.3: The graph of A(|fi(x)|) given f; as in Fig. 4.2.

Recall A(z) = zlog(e — 1+ )% and f(x) = |z|log(e — 1 + |z|7')~!, so

S

/A(|f(x)|)dx_/ L log [ e — 1+ ! dz
B B |\ |z|?log (e—l—l—i) |z|? log (e— 1—i—i>

|z ||

V|3

S

1 1
:/ —log le—1+ dz
 alrlog (e~ 1+ 1) [2f210g (e~ 1+ 74)

||

—/1 1 logle—1+ L sr”_ldr
0 r”log(e—l—I—%)% r?log (e — 1+ 1)

_/1 1 log|e—1+ ! Sdr
o rlog(e—1+1) r2log (e — 1+ 1) '
(4.3)

|3

1
To reach our intended estimate, we let r € (0,1), givinge — 14+ — > e > 2.
r
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Figure 4.4: The graph of A(|f(x)]).

1
1<10g(e—1+—)
”
1\? 1
:7’2(—) 1og(e—1—|——>
r r
) 1\? 1
<r‘le—14+—-) logle—1+-).
r r
1 1\?
<(e—1—|——>,
1) r

r?log (e—l—i——
r

Then,

Dividing, we find

and so

1
e—1+

1\ 2
<2(e—1+—)
1) r

r210g(e—1—|——
-
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2
1

since e — 1 < (e—l—}-%) . Then, since 2 < e — 1+ —, we have
r

1

3
< (e—1+—) .
1 r
7“210g<e—1+—>
r

e—1+

Taking the log of both sides, we find

1
log|e—1+

1
<310g(e—1+—>.
1) r

r?log (e—l—l——
,

Inserting this estimate into (4.3) gives us

1 1 1 s
[ Atr@ae <y [ plog (e=1+3) ar
B 0 rlog(e—1+41)2 r

! 1
:33/ —dr.
0 rlog(e—l—l—%)Qs

To conclude our proof, we note that

tﬂﬂmmW<w

since A(|f(t)]) is continuous on [1, 1].

Also, by our work in Example 3.2.3 (and letting r = %), we know

[

[AWWW<m

since 0 < s < 2 by assumption. Therefore,
5 by P

/0 A(F ()]t < oo.

So, by Corollary 3.2.2, we have ||f]ja < oo.
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